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reference PN code. - In addition, data demodulation can also be performed. Thus, it is
envisioned that a completely functional spread spectrum receiver can be implemented in

the transform-domain with superior narrowband excision capability.
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APPLICATIONS OF TRANSFORM DOMAIN PROCESSING
TO THE RECEPTION AND DETECTION OF SPREAD
SPECTRUM SIGNALS

1. INTRODUCTION

The intent of this report is to describe research in some of the more important areas
of spread spectrum communication. The specific topics include intercept receiver, acquisi-
tion of direct sequence spread spectrum signal and spread spectrum techniques in optical
communication. The concept that ties these seemingly disjoint areas together is the use
of so-called transform domain processing which is discussed in the next section. This is
followed by the report on the actual research performed. Appendix A lists the papers pub-
lished and to be published under the auspices of this contract. A list of papers presented

in national and international meetings is included as Appendix B.

2. TRANSFORM DOMAIN PROCESSING

The technique of transform domain processing is described in [1]. In this technique, a
tapped delay line, typically implemented with a surface acoustic wave (SAW) device that
has a chirp impulse response built into the taps, is used as a real-time Fourier transformer.
As described fully in (1], a notch- filter is easily implemented by Fourier transforming the
received waveform, using an on-off switch to perform the notching operation, and then
inverse transforming. A block diagram of this system is shown in Figure 1.

It is clear that the heart of this scheme is the ability to perform a real- time Fourier
transform, and the technique to do so has been described in many references, (e.g. [1]
and [3]). Briefly, the Fourier transformation is accomplished in real-time by a SAW device
in the following manner. If a signal f(t)cos(w,t + Bt2) (that is, a signal f(t) modulating
a lincar FM or chirp waveform) is convolved with the signal cos(wot — 5t?), the result of

that convolution will be the Fourier transform of f(t). That is, the output of, say, a SAW

1




convolver with the above two signals as its two inputs (recall a SAW convolver is an active
device requiring two inputs) will be a bandpass waveform whose inphase and quadrature
components correspond to the real and imaginary parts of F(w), the transform of f{t),
respectively. In particular, the output will be F(w) over the range we[24T,28A], where
T is the symbol duration and A is the time for the acoustic wave to travel the length of
the device. Alternatively, rather than use the convolver, if one implements a tapped delay
line with tap coefficients given by samples of the unmodulated chirp signal spaced (7/w.)
seconds apart, where w, is the bandwidth of the chirp waveform, one can obtain F(w) as
the output of the delay line when f(t)cos(w,t + §t2) is the input. In either case, the radian
frequency variable w will be a linear function of time, so that F(w) will be generated at

the device output in real-time.

A detailed performance analysis of a transform domain processing system is presented
in [1] and will not be duplicated here. Rather, recently obtained experimental results ([4])
illustrating the behavior of the system will be briefly discussed in order to provide a

perspective on how well the system can perform.

The system actually implemented is shown in Figure 2, and it can be shown in a
straightforward manner that the configuration is equivalent to that of Figure 1. The
spread spectrum code used for the experiment is a 63 chip PN sequence with a chip rate
of 1.875 MHz and is shown in Figure 3(a). Figure 3(b) shows the Fourier transform of
this signal as obtained at the output of a real-time Fourier transformer which uses chirp
devices with center frequencies of 15 MHz, bandwidth of 7 MHz, interaction times of 117
psec and chirp rates of 3 = 3 x 10! Hz/sec. Thus, in the w-domain, 1 usec corresponds
to 60 KHz and the main lobe of S{w) has a width of 3.75 MHz. Figure 3(c) shows the
Fourier transform of a single tone interferer gated by a pulse of duration 33.6 usec. The

width of the center lobe corresponds to 60 KHz.

Some qualitative results of processing the received waveform are shown in Figure 4.




Figure 4(a) shows the output of the correlator in the absence of any noise, and Figure
4(b) shows the unfiltered correlator output pattern corresponding to an interference power
which is 20 db larger than the signal power. Figure 4(c) shows the same pattern when the
transform domain filter with a notch width corresponding to 180 KHz is switched on. The
notched spectrum, R(w)H(w), is shown in Figure 4(d).

Figure 5 presents curves of probability of error vs energy per bit to noise spectral
density ratio (Ep/n) for the case of single tone interference. The curves are parametrically
normalized by the offset frequency, §wp, from the center and by whether or not the notch
is employed. When the notch is indeed used, the notch width, Sw, is fixed at 6x. For §wyg,
7 corresponds to 30 KHz. Theoretical curves are also presented in the same figure and the
agreement is within a fraction of a dB. To achieve adequate phase averaging, the single
tone interferer is phase modulated with a phase excursion of + radian at 100 Hz. The

signal power to interference power ratio is -20 dB for all the measurements reported here.

Figure 6 shows curves of probability of error vs notch width for two offset frequencies,
bwo = 0.57 and dwo = 32w, for Eg/n = 10 dB. It is seen that the measured curves for
Pe fall between the theoreiical curves for Eg/n = 9 dB and 10 dB. For the case of w =
0.57, an optimum notch width around 107 has been found. However, for §wg = 327, the
interference sidelobes do not overlap much with signal and the Pe curve is more or less

independent of the notch width beyond a certain value.

Figure 7 presents results corresponding to the interferer being phase modulated with
a phase excursion of 47 and a phase modulating frequency of f,, = 0.5 KHz. Comparing
curve (a) of Figure 7 with curve (d) in Figure 5, it is seen that no appreciable difference
is found. Thus the adaptive system of tracking the center frequency of the interferer is
effective for this case. If we increase f,,, to 5 KHz, curve (b) is obtained, and it is now seen
that significant degradation has occurred. However, if we double the notch width to 127,

curve (c) is obtained, which again shows the interference suppression is effective.




In an actual system, the center frequency is unknown and probably varying with
time. Thus a more meaningful measurement corresponds to allowing the center frequency
to be swept slowly. This is shown in Figure 8 for a swept frequency of 1 sec/sweep and
a frequency excursion of 1 MHz. It is seen that the interference suppression is quite
effective and is not a very sensitive function of notch width over a broad range of values.

Finally, we have also studied the effect of amplitude weighting the received signal in a
spread spectrum transform domain processing receiver. Both experimental and theoretical
results of probability of error have been generated for direct sequence systems using a
63 chip spreading sequence with non-contiguous data. The DS signal was received in
the presence of narrowband interference and additive white Gaussian noise, and good
agreement between theory and experiment were demonstrated. Results were given in [8]

for both weighted and unweighted input signals at various notch bandwidths.

3. ADAPTIVE NARROW-BAND INTERFERENCE REJECTION

IN A DS SPREAD SPECTRUM INTERCEPT RECEIVER USING
TRANSFORM DOMAIN SIGNAL PROCESSING TECHNIQUES

The experimental results are discussed in Papers #1, #2 and #9 in Appendix A.

The theoretical results are discussed in paper #10. As papers #9 and #10 are yet to be

published, they are included as Appendix C and D respectively.

4. INTERFERENCE SUPPRESSION TO AID ACQUISITION IN

DIRECT SEQUENCE SPREAD SPECTRUM COMMUNICATIONS

The results are discussed in Papers #3, #4, #5, #6 and #8 in Appendix A. As the
papers have already been published, we only include the following abstracts.
ABSTRACT OF #3
During the process of acquisition, a spread spectrum system is at its most vulnerable

stage, since it has no processing gain working in its favor. In this paper, a narrowband




interference suppression filter is used to enhance the performance of a serial search ac-
quisition scheme for a direct sequence spread spectrum receiver. An analytical expression
for the probability of error is presented, and numerical results are used to illustrate the

sensitivity to various system pararnieters.

ABSTRACT OF #4

Spread spectrum communication systems have many applications, including inter-
ference rejection, multiple accessing, multipath suppression, low probability of intercept
transmission and accurate ranging. Of all the potential applications, the ability of a spread
spectrum system to withstand interference, both intentional and unintentional, is proba-
bly its greatest asset. Since any spectrum receiver can only suppress a given amount of
interference, if the level of interference becomes too great, the system will not function
properly.

Even under these latter circumstances, however, other techriques, which enhance the
performance of the system over and above the performance improvement that comes au-
tomatically to systems simply by employing spread spectrum, are available for use. These
techniques typically involve some type of additional signal processing and are the subject
of this paper. In particular, two general types of narrow-ban< inteiference suppression
schemes are discussed in depth, those based upon least-mean square estimation techniques,

and those based upon transform domain processing structures.

ABSTRACT OF #5

Spread spectrum communication systems have many applications, including inter-
ference rejection, multiple accessing, multi-path st ppression, low probability of intercept
transmission, and accurate ranging. Of all the potential applications, the ability of a
spread spectrum system to withstand interference, both intentional and unintentional, is
probably its greatest asset. Of course, any spread spectrum receiver can only suppress a

given amount of interference; if the level of interference becomes too great, the system will




not function properly.

Even under these latter circumstances, however, other techniques, which enhance the
performance of the system over and above the performance improvement that comes au-
tomatically to systems simply by employing spread spectrum, are available for use. These
techniques typically involve some type of additional signal processing and are the subject
of this paper. In particular, two general types of narrow-band interference suppression
schemes are discussed in depth, and a short overview is presented for several other tech-
niques as well. The two classes of rejection schemes emphasized in the paper are 1) those
based upon least-mean square estimation techniques, and 2) those based upon transform

domain processing structures.

ABSTRACT OF #6

In this paper, the performance of a parallel acquisition scheme for a direct sequence
spread spectrum receiver operating in the presence of data is presented. The effects of the
data modulation on key quantities such as probability of false alarm, probability of correct
detection and mean-time to acquisition are analyzed in both the search mode and the lock
mode, and a search-lock strategy aimed at minimizing the acquisition time is described.

ABSTRACT OF #8

The acquisition and tracking systems of a spread-spectrum receiver are probably the
most critical components of the receiver, since if they fail to function properly, it is doubt-
ful that the desired signal can be successfully detected. This means that the affect of
interference (such as jamming) on the receiver while it is attempting to learn the correct
phase position of the incoming code might be especially harmful, since the interference
might not allow the receiver to acquire the signal. To address this problem, a narrow-
band interference suppression filter is used to enhance the performance of a serial search
acquisition scheme for a direct-sequence spread-spectrum receiver. Analytical expressions

for the probabilities of error in both the search and lock modes are derived, and numerical
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results are used to illustrate the sensitivity of the receiver to various s)stem parameters. It
is shown that the presence of the rejection filter can significantly improve the performance

of the acquisition system.

5. USE OF SPREAD SPECTRUM TECHNIQUES IN OPTICAL

TRANSFORM DOMAIN PROCESSING

The results are discussed in paper #7 in Appendix A. This paper was published in
the classified proceedings of MILCOM 1988 as an unclassified paper. Thus it is not easily

available. For this reason it is included as Appendix E.
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APPENDIX C

ADAPTIVE NARROW-BAND INTERFERENCE REJECTION IN A DS SPREAD SPECTRUM
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ABSTRACT

One of the most important properties of direct-sequence (DS) spread
spectrum signals 1s their low probability of intercept. Detection of the
presence of such signals, as well as characteristics of those signals, such
as center frequency and chip-rate, is of interest to an intercept receiver.
However, conventional intercept receivers often fail when they operate in the
presence of narrow-band interference, due to the high probability of false
alarm.

An intercept receiver which employs transform domain processing (TDP)
is constructed at a center frequency of 200 Mhz with a 30 Mhz bandwidth.
This receiver detects DS-BPSK spread spectrum signals in the presence of
narrow-band interference by employing adaptive narrow-band interference

rejection techniques. The improvement in the system performance over that of

*
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conventional detection techniques is shown by presenting experimental meas-
urements of probability of detection versus false alarm for an enhanced

total power detector. Also presented are certain results corresponding to
double frequency line detection wherein the goal is not just signal detection,
but also carrier frequency estimation.

The receiver employs one of two transform domain processing techniques
for adaptive narrow-band interference rejection. In the first technique the
narrow-band interference is detected and excised in the transform domain by
using an adaptive notch filter. 1In the second technique, the interference is
suppressed using soft-limiting in the transform domain. In both techniques
the real-time Fourier transformation is performed using surface acoustic wave
chirp filters with 200 Mhz center frequency, 60 Mhz bandwidth and 60 us delay.
The intercept receiver performance is studied for both weighted and unweighted
receiver signals at various interference-to-signal and signal-to-noise

ratios, and in the presence of both CW and finite-bandwidth interference.
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1. INTRODUCTION

Due to their many advantages, spread spectrum communication techniques
have become attractive to both the military and civilian communication
sectors [1-2]. Some of the well-known advantages of spread spectrum wave-
fcrms are limited immunity to narrow-band interference, transparency of the
transmitting signals to unintended receivers such as intercept receivers,
tolerance to multipath effects, and code division multiple access. The
capabilities of providing such important properties have made the applica-
tion of spread spectrum communication especially attractive to receivers
operating in a hostile environment where low probability of intercept (LPI),
as well as immunity to intentional and unintentional interference, is highly
desirable.

Although there are several common spread spectrum techniques, such as
direct-sequence (DS) modulation, irequency-hopping, time-hopping and various
combinations of the above waveforms, the only technique considered in this
paper is DS, generated by modulating the binary information with a wide-band
pseudo-noise (PN) sequence, and further up-converted to a carrier freqeuncy.
In what follows, the application of real-time transform domain processing
(TDP) [3] for adaptive interference suppression in an intercept receiver is
presented. The implemented TDP receiver is capable of adaptive interference
rejection by either "excision" or "soft-limiting', which correspond, respec-
tively, to frequency domain notch filtering and to attenuating appropriate
interference spectral components by soft-limiting [4-~7]. 1In the results
presented below, the TDP receiver is implemented with surface acoustic wave
chirp filters having 60 Mhz bandwidth, 60 us delay, and a center frequency of

200 Mhz.




The most classical technique to detect the presence of a DS-BPSK
signal is to use a total power radiometer, which consists of a BPF. 2 squaring
device, and an integrator. The detected power of the received signal is
compared to an external threshold, which is a function of the additive thermal
noise. The decision on the presence of a DS-SS signal is made if the measured
detected power exceeds the threshold. The performance of such a detection
technique can be illustrated by presenting the probability of detection (Pd)
versus the probability of false alarm (Pfa)’ which results in the well-known
receiver-operating-characteristic of the detector.

An alternative to a baseband radiometer is a feature detection scheme.
The feature detection techniques are signal processing configurations capable
of detecting particular parameters, or features, of the intercepted spread
spectrum signal. Feature detectors are an extremely important tool in
identifying spread spectrum signals. The configuration of the feature
detector depends on the modulation type of the intercepted signal and the
desired parameter or feature. For example, if one replaces the integrator
in the total power radiometer with a narrowband BPF centered at twice the
frequency and follows that with either an envelope detector or a square-law
detector, one can detect the so-called "double-frequency line.”

However, the operation of the above detection technique in the presence
of narrow-band interference typically collapses due to the increase in the
probability of false alarm. This is because the receiver does not have any
apriond knowledge regarding either the presence or power of either the inter-
cepted signal or the narrow-band interference. 1In Section 2 of this paper, we
present the architecture of a real-time TDP receiver designed to alleviate
the above problem, and Section 3 presents experimental results of the enhanced

total power radiometer intercept receiver. In Section 4, the use of the
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adaptive interference suppression scheme is shown to aid in the determination
of the center frequency of the intercepted signal.

The results of Section 3 and 4 correspond to a notch filter for inter-
ference rejection. Section 5 presents the application of transform domain
soft-limiting for, interference suppression. Experimental results (Pd versus
Pfa) in the presence of finite bandwidth interference are shown, illustrating
the advantages of soft-limiting over the notch-filter technique. Finally,

Section 6 summarizes the results of using the TDP intercept receiver.

2. ARCHITECTURE OF THE TRANSFORM DOMAIN PROCESSING RECEIVER

Real~time realization of Fourier transformation, employing, for
example, surface acoustic wave (SAW) chirp filters or fast Fourier transform
(FFT) techniques, has opened a new avenue for adaptive signal processing.
However, SAW chirp transformers are presently a far superior candidate to the
FFT counterpart for spread spectrum applications, due to their capability for
wideband signal processing [8,9]. Hence, in what follows, SAW filters are
exclusively used.

It is assumed that the received signal is a composite of a direct~-
sequence binary-phase-shift-keying (DS-BPSK) signal, narrow-band interference,
and additive thermal noise. Since the bandwidth of the interference is
relatively narrow compared to the intercepted DS spread spectrum signal,
inspecting the transform of the composite signal enables the processor to
decide on the presence and center frequency of the interference. Utilizing
this information, two techniques are implemented for rejecting the -detected
interference: (1) the narrow-band interference is adaptively excised by
multiplying the transform of the received signal with an appropriate function

containing nulls at the desired locations; (2) the interference is attenuated




to the desired level (such as noise level) employing the saturation property
of an amplifier.

To further enhance the TDP interference rejection schme, the received
signal is time-~weighted employing a weighting function synthesizer. This
results in a significant reduction of the interference sidelobes. The
combination of interference excision and time-weighting attenuates the inter-
ference power by more than 40 dB.

A general block diagram of the implemented intercept receiver is given
in Figure 1. The receiver performs a real-time transformation of the
received signal. This is followed by one of the two techniques for interfer-
ence rejection, and the resulting waveform is then inverse transformed.
Finally, the output of the inverse transformer is used as the input to the
detection device. It is to be mentioned that to measure the power, a digital
integrator using a 6 bit A/D converter with a 12.5 Mhz sampling rate was used.

Figures 2a and 2b present the schemes for real-time transformation
using SAW chirp filters. These techniques are, respectively, referred to as
the convolve-multiply-convolve (CMC) and the multiply-convolve-multiply (MCM)
configurations. The impulse response of a SAW chirp filter or a SAW RAC
filter (reflective array compressor) is given as cos(mot + Btz), where Wy
and B are, respectively, the center frequency and the slope of the chirp
signals. Depending on the sign of the slope (+ B) the chirp signal is either
an up-chirp or a down-chirp. The RAC filters employed for the hardware
implementation of the receiver are all down-chirp RAC filters.

Figure 3 presents the transform domain processing hardware configura-
tion. For simplicity, consider initially just the desired signal in the
absence of noise and interference. To avoid feed-through of the input

signal given by




$(t) cos(uwyt), 0 <t <T,

to the RF sections of the TDP receiver, this input is multiplied by a 600 Mhz
carrier frequency prior to the transform domain processing. The output of
the modulator (RF mixer) can then be represented by S(t) cos(4w0t). The
desired multiplying chirp component employed by the MCM configuration shown
in Figure 2b is generated by allowing the chirp signal cos(mot—Btz) to
modulate a 400 Mhz carrier. Hence the received signal, now cente- . at
800 Mhz is modulated by the desired chirp at 600 Mhz. The product is
S(c)cos(wot + Stz), and this is used as the input to a RAC filter with an
impulse response given by cos(mot - Btz).

The output of the RAC filter is given by [2]

B

So(t) = cos(wot - Btz) J S{c) cos([2B8tt]dt
T

T
1
+ sin(wot - Btz) J S(t) sin(2B + t)dt, (1)
T

where T and Tl are, respectively, the duration of the signal and the delay
of the RAC filter (duration of the impulse response). Note that (1) is only
valid when the received signal is fully contained within the RAC filter
(see [2]). The output of the RAC is fed into the rejection filter, and
this is followed by inverse transformation and lo/-pass fitlering. The
output of the inverse transformation is translated to baseband to reduce the
hardware complexity of the detection techniques,

A block diagram of the scheme for interference excision is shown in
Figure 4. The transform of the received signal is split into two paths;

the upper path is modulated for interference excision by employing the control

signal generated by the lower path; the lower path consists of an envelope

————— ...




detector followed by logic to locate the position of the interference, as
well as its width. Figure 5 presents the timing of the upper path's trans-
form and the output of the envelope detector for three consecutive 30 us
periods. (Note that 30 us is taken as the duration of each input segment
to be processed. This is because the RACs have time delays of 60 usec, and,
as noted above, the waveforms to be transformed must be fully contained in
the RAC in order for the transform to be valid. Also, as discussed in {3],
the time delay of the device is often taken to be twice the duration of the
waveform to be transformed.) It can be seen that the envelope detector
introduces a constant delay on the signal's envelope; therefore, the scheme
has to compensate for this delay in order to process the upper path's trans-
form.

The first option for compensating the delay is to introduce a constant
delay in the upper path. This would require applying a delay line with a
minimum bandwidth of 30 Mhz operating at a 200 Mhz, with a delay of about
2 us. A good candidate is a surface acoustic wave delay line, which would
meet these requirements; however, due to the fixed nature of such a delay
line, an alternate technique is implemented, giving the receiver the
flexibility to have a variable delay.

In the second technique, it is assumed that the interference frequency
does not change within the two consecutive transform periods, or faster
than 7 Khz (1/144 us). Therefore, the decision on the presence and location
(frequency) of the detected interference in period #1 can be applied to the
interference within period #2. Similarly, the information obtained from
period #2 can be used to process period #3, etc.

Figure 6 presents a detailed block diagram of the implemented excision

scheme. The output of the envelope detector is followed by a hard decision




scheme which incorporates a threshold. The 30us output of the envelope
detector is sampled at a rate of 25 Mhz, where the sampling region is
controlled by the read/write (R/W) signal initiated from the system timing.
Each sampled value 1is compared to the pre-assigned threshold and a hard
decision is made (0 or 1, depending on whether the threshold has been exceeded).
Each sampled point is assigned an address starting from (0000,0000,000) to
(1111,1111,111); therefore, each address value will correspond to
a frequency component. The information regarding the first transform period
(period T1l; Figure 5a) is stored at each point's assigned address in
memory #A. At the end of period Tl, memory #A will have the information
regarding the presence of interference in period Tl. The next period
(period T2) is sampled at 25 Mhz with the same addressing assignments;
however, this information is stored in memory f#B.

While storing the information regarding period T2, information stored
in memory #A (corresponding to period Tl) is retrieved, and the initial read-
ing address is advanced from (0000,0000,000) to (abcd,efgh,000) where abcd and
efgh are adjustable. Therefore the timing of the retrieved information is
advanced with respect to period T2 (Figure 5a) and the delay, due *o the envelope
detector and the electronics, is compensated. While observing period T3, decis-
ions are stored in memory #A and information stored in memory #B is retrieved
using the same initial address. The retrieved information from the memories is
shown in Figure 5b, which also indicates the location of interference within
the 30 us transform period. This information (narrow pulses) is used to
generate gating pulses with an adjustable width (excision pulses). These
pulses overlap the interference in the transform period, as can be seen

from Figure 5b. It is necessary to adjust the initial address for retrieving

the information, so that the excision width overlaps the region of the




interference's transform to be excised. Employing this scheme, the receiver
has complete flexibility to align the excision pulses with the upper path's
interference. However, this would not be possible if a constant delay was
introduced in the upper path.

The excision pulse is used to control the RF switch in the upper path,
therefore excising the interference. The amount of excision depends on the
interference bandwidth. In the implemented scheme, the excision width has
to be manually adjusted. Figure 7a presents the output of the transformer
for a composite of 5 Mhz chip-rate DS-BPSK signal and a pulsed CW interfer-
ence with a 1.625 Mhz pulse-rate. Figure 7b shows the same transform after
interference excision. Figures 8a and 8b present the spectrum of the inverse
transformer's output before and after interference excision, respectively. It
can be seen that the components exceeding the threshold have been excised.

Figures 9a and 9b present the output of the transformer for a single
CW interference before and after interference excision. Figures 10a and 10b
present the corresponding time domain signals at the output of the inverse
transformer; the interference's residue due to the side-lobes can be seen in
Figure 10b. To optimize the receiver's performance, it is imperative to
minimize the interference's power as much as possible, with a minimum loss
of the desired signal. To reduce the interference's residue, two options
are possible: (1) increase the excision width, which would not always be
feasible Iin the event of multiple interference or, (2) time-weight the
received signal.

To reduce the contribution of the interference sidelobes employing
the weighting technique, either the received signal or the RAC filter must be
weighted. Since weighting of a RAC filter is both an expensive and a permanent

process, the input signal is time-weighted instead. The weighting function




that is used is the 6 term Blackman-Harris window [10] given by
g o [+ con 32 -, con [
W(n) a, - a; cos [ N D + a, cos | & 2n a; cos | 3nj§ , (2)

n=20,1,....(N-1),

where
aO = 0.35875,
a; = 0.48829,
a2 = 0.14128,
a3 = (0.0l1l1le68, (3)

and N is the number of samples within the signal period.

The 30 us long weighting function is sampled at 25 Mhz, resulting in
750 samples. The analytical sample values are digitized and the 8 bit
numbers are stored in an EPROM. Figure 11 presents the implemented scheme
for the reproduction of the weighting function. To synthesize the stored
values, the contents of the EPROM are transferred to a high speed RAM
(since a commercial EPROM cannot be operated at 25 Mhz). The 8 bit sample
values are retrieved from the RAM at a rate of 25 Mhz, and converted to the
ECL level. This is followed by a high speed ECL analog-to-digital (A/D)
convertor., Finally, the output of the A/D convertor amplitude modulates
the received signal employing an RF mixer. The timing signals originating
at the TDP receiver control the beginning of the 30 us weighting function
period, so that it overlaps the TDP's multiplying chirp.

The interference excision technique uses the TDP receiver to excise a
desired interference bandwidth. However, in notching the interference
components, a part of the signal overlapping the same frequency and band-
width is also excised. The optimum excision width is a function of the
interference frequency and bandwidth. Therefore the interference band-
width increases, so does the excision width and the excised signal power.

An alternative to this is to employ a soft-limiter. Through soft-limiting,
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the interference components can be attenuated to a desired level in the

transform domain, thus resulting in the signal components having similar ‘
distortion.
Two possible soft-limiting techniques are presented here. The first 1

technique is shown in Figure 12a, where the transform of the received signal
is split into two paths; the lower path is followed by an envelope detector
end further sampled using a high speed 6 bit analog-to-digital (A/D) con-
vertor. The 6 bit values correspond to the spectral magnitudes of the
transform. This information is processed and a signal is generated and used
to amplitude modulate the transform in the upper path. This technique has
to compensate for the delay introduced by the envelope detector and the
electronics; this compensation takes the same form as the one discussed
above for the excision technique.

Figure 12b presents the second technique for soft-limiting. In this
scheme, the transform of the received signal is followed by a variable
attenuator and a high-gain amplifier. Since the interference is narrow-band,
but high level, it is clipped due to the saturation of the amplifier, and
the level of clipping is controlled by the front-end variable attenuator.
This amplifier is followed by a second attenuator, used to adjust the power

level to the inverse transformation stage.

3. TOTAL POWER RADIOMETER

A general block diagram of the measurement setup is shown in Fig-
ure 13. The received signal, a composite of a direct-sequence BPSK signal,
additive thermal noise, and narrow-band interference, is first gated in
time. The time-gating employs either a 30 ps long rectangular weighting

function, or the 6 term Blackman Harris window function, analytically

given by Equation (2).
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As can be seen from Figure 13, the 5 Mhz chip rate DS-BPSK signal
is generated through a spread-spectrum signal generator, and the interfer-
ence is either a sinewave or a DS-BPSK signal with a variable (low) chip-rate,
the bandwidth of which 1s taken to be its main lobe. (Figure 3 does not show
the pure sinewave interferer.) The results to be presented in both this
section and Section 4 correspond to the CW sinewave interference, whereas
the results in Section 5 correspond to a finite bandwidth interferer,
To generate the additive thermal nolse, a wide-band noise source is followed
by a bandpass filter with a 60 Mhz bandwidth, where 60 Mhz is the front-end
bandwidth of the transform domain processing receiver. The respective
powers of signal, noise and interference are measured following the time-
gating of the composite signal. Using two step attenuators, the signal-to-
noise (SNR) and the interference-to-signal ratios (I/S) can be appropriately
adjusted.

The intercepted DS-BPSK is assumed to have a 5 Mhz chip rate, resulting
in a 10 Mhz mainlobe centered at =~ 209 Mhz. The interference components
are also assumed to be within the bandwidth of the DS-BPSK signal. The
composite received signal is continuous; however, due to the nature of TDP
(processing a 30 us period every 144 us), the output of the receiver will
also be a 30 us signal every 144 us. The output of the TDP receiver is
followed by the total power radiometer. The integrator samples the output
of the detector at a rate of 12.5 Mhz, and accumulates the 6 bit values
over the 30 us period. At the end of the integration time, the detected
power (18 bit value) is compared to an external threshold. The number of
positive decisions 1s recorded within 105 (30 us signal period) observations.
The performance of the radiometer is shown by presenting the probability of

detection and false alarm given as
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Pd = nd/M and Pfa = nfa/M ,

where M is the number of observations (105) and nd amd mfa are, respectively,
the number of positive detections in the presence and in the absence of the
DS-BPSK signal.

The performance of the receiver utilizing the adaptive interference
excision scheme is shown in Figure 14, which presents the measured Pd and Pfa
for an interference to~signal ratio (I/S) of 24 dB with the excision filter
on, and I/S ratios of 4 and 5 dB with the excision filter off. The inter-
ference in this case is a fixed frequency sinewave. Figure 15 shows results
for a swept frequency sinewave, where the interferer is swept over the
10 Mhz signal bandwidth at a I/S = 24 dB (excisionscheme on) and I/S = 2 and
3 dB (excision scheme off). It can be seen from Figures 13 and 14 that in
both cases, the interference excision scheme has enhanced the receiver's
performance by an excess of 20 dB.

Since the TDP excises the main lobe and a few additional sidelobes of
the interference, it is anticipated that if the received signal is time-
weighted prior to the transform domain processing, further improvement in
the receiver's performance will result. In particular, it is expected that
at high I/S ratios time-weighting would be extremely advantageous. Figure
16 presents the performance of the receiver for weighted and unweighted
received signals at SNR = 0 dB and I/S ratios of 28 and 33 dB. It is seen
that the system using the weighted signal outperforms the one employing

rectangular weighting.

4. DOUBLE FREQUENCY LINE DETECTION

Figure 17 presents a block diagram of the experimental setup for

the double frequency line detection. The composite signal is generated




13

by combining the DS~BPSK signal, additive thermal-noise and narrow-band
interference as before. Since, ordinarily, one does not know the center
frequency of the received signal, a BPF with a variable center frequency is
needed following the square-law device. However, to simplify the experimental
setup, a fixed bandpass filter with a 500 Khz bandwidth is employed.

Figures 18-20 illustrate the performance of the double frequency line
detection. These curves are somewhat different from the curves of Section 4,

in that P_ is no longer plotted against P but rather is plotted against

D fa’

the probability of detecting the signal resulting from the crossproduct of
the transmitted waveform and the interference. The reasons for this are as

follows: For the parameter values used in the measurements, the P was

fa
very small when the TDP rejection scheme was used. Therefore, it was decided
to emphasize the probability of correctly identifying the actual double
frequency of the intercepted signal (to within the bandwidth of the narrow-
band BPF) relative to the probability of falsely identifyi.., the sume
frequency generated by the crossproduct of the signal and interference at
the output of the squaring device. Note that, in principle, there is also
present at the output of the squarer a term located at the double frequency
of the interference. However, when the TDP system was employed in the
receiver, this latter term was found to be significantly smaller than the
cross-term referred to above.

Figure 18 shows the performance of this system for two different
sinewave interferers, one located at 211.65 Mhz, and the other located at
212.65 Mhz. Since the center-frequency of the DS-BPSK signal is 209.65 Mhz,

it is seen that the system experiences greater degradation when the inter-

ference is closer to the desired signal.
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Figure 19 presents the performance of the detector, both with and
without Interference excision, for I/S = 1 dB (excision off), and I/S = 20 dB
(excision on). It can be seen that the TDP excision scheme has again improved
the receiver's performance by an excess of 20 dB. Also shown on this figure
is the relative performance of the system when detecting the double frequency
line of the interference when TDP is not employed with I/S = 20 dB.

Figure 20 presents similar results when the detector operates in the
presence of pulsed narrow-band interference with a 1.617 Mhz pulse rate.

For this latter case, there are three interference components within the main
lobe of the DS-BPSK signal. The abscissa now corresponds to the probability
of detecting the crossproduct between the DS-BPSK signal and the main spectral
component of the interference. The measured experimental performance corres-
ponds to I/S = 10 dB, and the center frequencies of signal and interference
are the same as for the results presented in Figure 18. It can be seen that
without the adaptive interference excision, the performance is significantly

degraded, and for any given P the probability of incorrectly identifying

d’

the cross term is approximately unity.

4. FINITE-BANDWIDTH INTERFERENCE REJECTION

Section 3 illustrated the periormance of the intercept receiver
operating in the presence of CW jammers, and employing TDP interference
excision. In this section, the performance of the intercept receiver operating
in the presence of finite bandwidth interference is presented for each of two
rejection techniques: (1) interference excision and (2) soft-limiting, both
employing transform processing.

The experimental setup is that shown in Figure 1. The composite

signal is generated by combining a 5 Mhz chip-rate DS-BPSK signal with the
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finite bandwidth interference and thermal noise. The PN sequence used for

32-l. The soft-limiting tech-

generating the interference has a period of 2
nique attenuates the interference's spectral components to a desired level.
In the scheme implemented here, this is achieved by employing the saturation
property of an amplifier. Saturation of the amplifier is a non-linear
operation; however, at high interference-to-signal ratios, the signal
component is not significantly affected, sicne the saturation is in transform
domain and the signal's spectral component is much lower than the inter-
ference's component. The performance of the receiver employing the soft
limiting technique is directly proportional to the amplifier's saturation
level, the interference's power and bandwidth, and the signal-to-noise

ratio. Prior to any measurements, the operation of the receiver is optimized
by adjusting the two variable attenuators shown in Figure 13.

Figures 21 and 22 present the measured performance of the excision
technique and the soft limiting scheme, respectively, for various interfer-
ence bandwidths. Figure 23 shows a direct comparison of the two schemes, and
the advantages of soft~limiting over the excision technique can be seen. The
main complications with finite bandwidth interference is that the excision
bandwidth cannot be increased without losing a significant amount of inter-

cepted signal's power, especially when operating in the presence of multiple

interference.

5. SUMMARY AND CONCLUSIONS

This paper has demonstrated the advantages of using transform domain
processing when trying to intercept a DS-BPSK signal in the presence of

strong narrow-band interference and additive thermal noise. The TDP

receiver presented here is implemented at a center frequency of 200 Mhz with
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a 30 Mhz processing bandwidth. The receiver is experimentally aralyzed and
its performance measured under various signal-to-noise ratios in the
presence of both CW tone and finite bandwidth interference. The performance
of the receiver is further enhanced by employing time-weighting at the front
end of the receiver; this is especially advantageous at high I/S ratios,
where the side lobes have a strong contribution.

The two interference rejection techniques that have been implemented
and experimentally analyzed are interference excision and soft limiting.
Both techniques were shown to significantly improve the performance; however
the measured results indicate tnat in the presence of finite bandwidth

interferers, the soft-limiting technique outperforms the excision technique.

The performance of the receiver can be further improved by optimizing
the excision width, the weighting function and the level of the soft-limiting

based on the interference pwoer and center frequency.
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DS-BPSK Real Time
+n(t) Transformation
+I(t)

W(t)

l

Soft-Limiting Excision

l

D .
Real Time Tet;;t-lon
Inverse €C 1ques
Transformation

Figure 1 General block diagram of the implemented
receiver.
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S(t)

2 2
Cos(@ot — B 1) Cos(Wot ~Bt) J—>

J

F {5}

Cos( @t + ﬁt%

Figure 2a. Convolve-multiply-convolve real time
transformation technique.

S(t)

2
Cos(@ot ~ B t) ~ >

F {3 )

2 2
Cos(wot + Bt) Cos(wot + Bt)

Figure 2b. Multiply-convolve-multiply real time
transformation technique,

Real Time Transformation Techniques Employing
Chirp Filters
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Figure 3. Transform domain processing hardware configuration.
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Figure 7a. Composite transform of a 5 Mhz chip rate DS-BPSK

and a pulsed CW interference with 1.625 Mhz pulse
rate,

Figure 7b. Composite transform of a 5 Mhz chip rate DS-BPSK
and a pulsed CW interference with 1.625 Mhz pulse
rate following interference excision.
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"33 sec

Figure 8a. Spectrum of the composite signal given in 2.19a
at the input of the receiver.
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Figure 8b. Spectrum at the output of the receiver for the
signal given in 2.19b.
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Figure 9a. Transform of a 30 us long CW signal (50 Khz/div.).

Figure 9b. Transform of a 30 us long CW signal following
excision (50 Khz/div.), 200 Khz excision width.
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Figure 10a. 30 ps CW input signal.

Figure 10b. Output of the receiver for a 30 us input given by
2.22a using excision technique.
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Generator RAM ) Convertor

25Mhz Clock

./
8 Bit 8 Bit 8 Bit 25Mhz Clock
8 Bit
EPROM A TTL 8 Bit ECL
Containing The 8 Bt Digital to Analog
Sampled Values for the Latch Convertor
desired Weighting Function
_J "
il ‘

Control For Data Transfer 50 Q
(Latching The EPROM Values to Driver
the RAM at the power up)

Received Signal
—_——

Time-Weighted ‘
Signal

Figure 11l. General block diagram of the implemented
weighting function synthesizer.
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Center-frequency , bandwidth and amplitude

Generating an appropriate weigh:ing signal

Figure 12a. Adaptive soft-limiting technique employing TDP.
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Figure 14. Measured performance for I/S = 4 dB and 5 dB, excision
off and I[/S = 24 dB, excision on.
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Sweeping Center

Frequency
DS-BPSK | Transform Bandpass filter
; Domain with 500Khz
Slgnal Processing 3dB bandwidth
+ n(t)
+ I(t) /

Total Power Radiometer

2

)

Digital !
Threshold (- Digital Integrator )
% 12.5 Mhz sampling Rate
Over the 30 s peniod
& Comparator
Ho,

Strobe = AN

. Hl y,

—-———-l Digital Counter

|P, & B,

Measurements

Figure 17. General block diagram of the TDP center
frequency feature detector.
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Cenler Frequency Feature Detection
I/S =22 dB
0.9r SNR =0dB
fo - 209.65 MHz
0.8
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o fi=211.65 MHz
0'5 1 1 L2 2 2212 i FENS B T S B | —_ 1 A S A |
107 107 107° 10°?
Probability of falsely identifying cross—term
as the time double frequency term
Figure 18.

Measured performance for the DS-BPSK center frequency
feature detector, employing excision technique for two

ianterfarence fieyuencies, at I/S = 22 dB and SNR =
0 dB.




PROBABILITY OF DETECTION
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Figure 19. Feature detector's measured performance at I/S = 20 dB,
excision filter on, and 1I/S = =1 dB, excision off.
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Interference Rejection Using Excision Technique

1.00r
a
090~
OSOl‘
Interference Bandwidth
Pd a 80 KHz
0120 KHz
4160 KHz
0.70 *200KH:z
x 240 KHz
0.60L DS-BPSK
Cenler Frequency = 207.405 MHz
Chip Rale = 5 MHz
Interference Cenler Frequency = 209 730 MHz
SNR = -4 4B
/S =31dB
0.50 i1 1 114111 | I | LLIJJJ, Y S B | L,IJLJI
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1% 10 1X107° 1X 1072 1% 107"

Pta

Figure 21. Measured performance for 1/S = 31 dB, SNR = -4 dB at
interference bandwidth of 80, 120, 160, 200 and 240

Khz employing interference excision technique.




41

Interference Rejection Using Soft Limiting Technique

1.00 (
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Interference Center Frequency = 209.730 MHz
SNR =-4dB
/S =31dB
0.60 1 [ !LJJII | | Lil]ll 1 I 111J
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1X 10 1x107° 1X 1072 1Xx 107"
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Figure 22. Measured performance for I/S = 31 dB, SNR = -4 dB at

interference bandwidths of 80, 120, 160, 200 and 240
Khz employing soft-limiting technique.
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Figure 23. Measured performance at I/S = 31 dB and SNR = -4 dB

for excision and soft-limiting technique at an
interference bandwidth of 240 Khz.




APPENDIX D

ON THE USE OF A COMPRESSIVE
RECEIVER FOR SIGNAL DETECTION

Kwok H.”Li Laurence B. Milstein
Department of Electrical & Computer Engineering
University of California, San Diego

La Jolla, CA 92093

Abstract

Because a compressive receiver can accomplish signal detection in a
manner analogous to that of a parallel bank of narrowband filters, it has
obvious applications in the area of signal interception. That is, it can
be used not only to perform the most basic function of signal detection,
but can also be wused to provide information on frequency location.
However, it must be determined if there is any significant loss in
detection performance that accompanies this added feature of frequency
estimation.

This paper will attempt to answer that question by comparing the
performance of a compressive receiver to that of wideband radiometer. The
waveforms to be detected are either sinewaves or phase-shift keyed signals,
where the latter waveforms can represent either a narrowband binary PSK

signals or direct sequence spread spectrum waveforms.

This work was partially supported by the US Army Research Office under
Grant DAA LO3-86-K-0092.




I. INTRODUCTION

As is well known, there are many approaches available for the.
interception of digital waveforms [1]-[7]. There are also a variety of
functions of an interception system, ranging from the most basic one of
signal detection, to more sophisticated ones involving feature extraction.
Detection is often accomplished by either a wideband radiometer or a
channelized radiometer, where the latter receiver has the obvious advantage
over the former receiver of providing information on frequency location in
addition to making a decision on whether-or-not signal is present. As a
practical means of implementing a channelized filter bank, a compressive
receiver can be used [7].

However, if a compressive receiver is to be considered in place of
a radiometer, it must be determined how the detectability of one compures
to the detectability of the other. That is, it must be determined if the
extra frequency resolution of the compressive receiver results in decreased
detectability.

In this paper, we attempt to answer the question posed above.
Performance analysis, which consists of derivations of the probability of
false alarm and the probability of detection for both a tone signal and a
binary PSK signal, is presented for both systems, and comparisons between
the two are made. Also, while the results are presented for a binary PSK
waveform, it will be clear that the same analysis applies for a direct
sequence spread spectrum signal.

In (he next section, the system model of a compressive receiver is
reviewed and the expressions for the probability of false alarm and the

prooat ‘lity  of  detection are derived. Secticn 1 presents the




corresponding expressions for the radiometer. Numerical results for the
performance of both receivers are provided in Section IV, and conclusions

are presented in Section V.

II. ANALYSIS OF COMPRESSIVE RECEIVER
A block diag-am of the compressive receiver is shown in Fig.l. The
input X(t) to the compressive receiver is described by one of the following

two hypotheses:

or

H : X{(t) = f(t) + n_(t),
w

where f(t) is the signal waveform and nw(t) is additive white Gaussian
noise of two-sided spectral density no/2. This input is multiplied by a
periodic scanning waveform «flt), and the product s{t} is used as an input
to a time-invariant filter h{t). Over one scan period, alt) is represented

by
alt) = cos( wot - gt? ] PLI) (1)

where the pulse function Pa(x) is defined as

1 , 0= x =23
Pa(x) = (2)
0 , elsewhere .

The impulse response h(t) of the filter is a positive-going chirp for T1

seconds, {.e.,

hit) = cos[ wt + Bt° ] P (V). (3)




In the following analysis, we assume that Tls T.

We want to obtain the receiver output in one scan period T. The

input s(t) is

_ P
s{t) = X(t) cos[ wot Bt ] PT(t) , (4)
and the output g(t) is
[+]
g(t) = J s(T) h(t - ©) dt . (5)

From (2)-(5), it is easily shown that, for any Tl' T and t,

min{t, T)
g(t) = %'cos(wot + Btz) J X(t) cos(28tT) dt
max(O.t-Tl)
min(t,T)
+ %-sin(wot + Btz) _[ X(t) sin(28tt) dt , (6)

max(O.t-Tx)

where the approximation results from ignoring the double frequency terms
during the integration.

Assume that the output g(t) of the compressive receiver is fed into
an envelope detector, and the output e(t) of the envelope detector is
sampled (perhaps multiple times) in order to make a decision as to whether

or not the signal f(t) is present. This is illustrated in Fig. 2.

A. Tone Signal

We are initially interested in the case where f(t)} is a pure tone,

f(t)=Acos[ wlt +6] , {7




where A is a constant amplitude and 8 is a random phase. When the signal

is present, (6) gives

sin[(Zﬁt-wl)t-G] - sin[(ZBt—wl)(t-Tl)'-ﬂ
2Bt - w

PAPS

glt) = cos(wot + Btz)

1

cos [(ZBt-wl)t—B] - cos[(ZBt-wl)(t—Tl)—e]

A . 2
iy sm(wot + BtY) 28t = o, L+ n(t) . (8)
The noise component n(t) is given by
n(t) = 2 n (1) coslw.t + BtY) + & n (1) sin(w.t + Bt?) (9)
2 ¢ 0 2 s 0 ’
where
t
n {t) = n (t) cos(2B8tr) dr (10)
¢ w
t-T
1
and
t
n (t) = n (t) sin(28tt) dt . (11)
s w
t-T
1
Both nc(t) and ns(t) are zero-mean Gaussian random processes. If it is
assumed that 231T1>>21r, then the variance of either % nc(t) and % ns(t)
is approximately
o % =n.T /16 (12)
n _ Mo 1"

and nc(t) and ns(t) are statistically independent of one another.
The output of the envelope detector due to f(t) is given by

ATl sin[ (2Bt -~ wl)Tl/ZI

4 (28t - wl)Tl/Z

ef(t) = (13)




With this model, an output sample of the envelope detector will have a
Rayleigh density if the signal is absent, and will have a Rician density if
the signal is present. Assuming the final decision is made on the basis on

a single sample, the probabilities of false alarm and correct decision are

given by
3(2
P, = exp [— ] (14)
fa 20 2
n
and
ef(ts) 5
P, = Q[ s 2 ] : (15)
n n

respectively, where 7% is threshold of the test, ts is the sampling time,

and Q(a, b) is defined as

o a2+ x2
Q(a, b) = X exp[- > } Io(axJ dx . (16)
b

In (16), Io(x) is the =zeroth-order modified Bessel function of the first
kind.

Rather than use a single sample, which would be appropriate if the
frequency of the tone was known, multiple samples of the output are needed
to make the final decision when the carrier frequency is unknown. To be
specific, assume that N independent samples of the envelope detector output
can be accrmulated in T - Tl seconds. A decision to detect the signal as
being present is made if any one of the N samples exceeds the threshold.
Then the overall probability of false alarm is given by

oy _ N
PFA =1-( Pfa] , (17)

where Pfa is given by (14), and the overall probability of correct decision




is given by

N

Pp=1-m0-P,). (18)
1=1 1

In (18), Pd. is given by (15) evaluated at the sampling time ts.’ Also, in
i i
(17), it is assumed that signal is absent on all N samples, while in (18)
it is assumed that signal is present on all N samples. Note, however, that
if ef(ts) = 0, then (15) reduces to (14), and hence (18) also applies if
only some, but not all, of the N samples contain signal.
To determine N, consider again the noise at the output of the

compressive receiver. This can be expressed as in (9), or, equivalently,

as

T
_ . L 2 2
n(t) = J nw(t ) cos[wo(t T - B(t-t) ] cos[wo'c + BT ] dt

~
~

N1 »—

T
J ! nw(t—r) cos[wot - Btz + 2Bt1:] dr . (19)

0

Hence, the autocorrelation function of n(t) is given by

T

R (1) = 221 & (1) coslutr+ B2 + o(x) (20)
o) = —Tg R(T) cosjegrl+ BT+ ¢,(T))
where
sin{Bt(T 4]
1 T =T
Rl(r) = { B‘L’Tl . I -1 (21)
0 , elsewhere

and




-1 cos(2BTT1) - cos(ZBtz)
sin(28dT1) -~ sin(28t%)

¢l(r) = -tan (22)

We see that Rn(r) =0 if
Br(Tl - T) =nn, (23)

where n is any integer. Solving (23) for T yields (approximately) the two

solutions

T T, - 55 7w (24)

where the approximation holds if Ble > 4nm. From (24), notice that
samples of g{(t) uniformly spaced at intervals of 1t/B’I'l are approximately

independent. Hence, in T ~ T1 seconds, approximately
N = BTI(T - Tl)/n = 2!3’1'1 (25)

independent samples can be accumulated, where 2B is the bandwidth (in Hz)

to be searched by the compressive receiver.

B. Binary PSK Signal

Suppose that f(t) is a binary PSK signal given by

f(t) = A Z dPp (t - iT,) cos(wt + @), (26)

1=0 b
where the notation is the same as that of the pr-=vious section except that
Tb is the duration of a data bit, and di is equally likely to be *]. Also,

we let MszT and me=Tl, where M and m are integers. If we again assume

that T1 = t = T and the signal f(t) is present, it can be shown that,




analogous to (8), gft) is given by

g(t) = 5 g (1) coslugt + BtY) + 3 g (1) sin(w t + BLY) + n(t) (27)
where n(t) is again given by (9),
A sin[(ZBt—wl)(j-m)'l'b - 8] - sin[(ZBt-wl)(t-me) - 0]
gc(t) ) { d_j—m—l 28t - w,
J=2 sin[(Zﬁt-wI)(iﬂ)Tb - 8] - sin[(28t—w1)in - 0]
+ d.
'%)om i 2Bt - wl
sin[(2B8t-w )t - 8] - sin[(28t-w, )(j-1)T, - 8]
+d ! ! b (28)
J=1 28t - w,
and
A cos[(2{3t-c.,vl)(j--rn)Tb - 8] - cos[(ZBt-wl)(t-me) - 98]
gs(t) =" E{ dj-m—l 2Bt - w,
1-2 cos{(2Bt-w )(i+1)Tb - 8] - cosli(2B8t-w )in -~ 8]
+ d. 1 1
i 2Bt -~ w
1= j-m 1

(29)

cos[(Z.Bt-wl)t - 8} - cos[(ZBt-wl)(j—l)Tb - 8] }

*di 2Bt - u

Hence the output of the envelope detector due to the binary PSK signal is
given by

2 2 172
[ g, {t) + g {(t) ]

N} —

ef(t) =

m+1 m+1
Azd { Z Z aiak[sinwi— e) sin(¢k— o)

ZBt-wl 1=0 k=0

172
+ cos(¢i— a) cos(qbk - 9)]




A/4 (e
= Bt {2(m+1) - 2‘Zldj_wi__zdj_mi_1

m+1 m+1 172
+ Z Z aiakcoshbi —¢k) . (30)
1=0 k=0
1 # k

In (28)-(30), m+l = j = M and (j—l)Tb< t = JTb. Also,
a = - d_j—m—l (31
a, = dj—m+i-2 - dj—m+i—1 i l=i=m (32)
ame = 95 (33)
¢o = (28t - wl)(t ~ me) (34)
¢i = (28t - wl)(j-m—1+i)Tb i 1=i=m (35)

and

¢4 = (2Bt - @)t (36)

Eqs.(28)-(36) can now be wused in (15) to determine the conditional
probability of detection in the presence of a particular pattern of the
data sequence. The probability of detection for a single sample can then be
obtained by averaging over all the possible data sequences. Similarly, if
the carrier frequency is unknown and hence multiple observations are used
to detect the presence of the binary PSK data signal, (18} can be used to
obtain the conditional probability of detection and then the overall

probability of correct decision is given by

10




N

PD =F |1 —‘El(l - Pdi) , (37N

where the expectation is taken with respect to all the possible outcomes of
data bits during the observation interval. The maximum number of

independent samples, N, is again given by (25).

III. ANALYSIS OF RADIOMETER
Consider the radiometer illustrated in Fig.3, where the input X(t)
may either be signal plus noise (Hl) or noise alone (HO). As in Section

II, the noise component nw(t) is simply modeled as additive white Gaussian

noise with double-sided spectral density n0/2. The ban. - filter is
assumed to be an ideal rectangular filter with center frequency f 1 and
bandwidth 2B. The output of the bandpass filter rl(t) is given by
n(t) : HO
r.(t) = (38)

! y(t) + nt) : H

where y(t} is the output component due to the signal f(t), and n(t) is the
neise output. The waveform rl(t) is then used as an input to a square-law
device, and the output r‘z(t) is integrated during the observation interval
(0, T) to obtain g(T). The receiver will decide, based on the sample value

g(T), whether HO or H1 is chosen.

A. Tone Signal
If the input signal f(t) is a pure tone, the performance of a
radiometer is well-known [1]{3]. However, the analysis is outlined briefly

below DLecause it leads directly into the succeeding analysis on the

11




detectability of a binary PSK signal. Because f(t)} is a tone, it can pass

through the bandpass filter withcut any distortion. Hence,

y(t) = A cos[ wlt + 0 ] . (39)

The Gaussian noise n(t) in (38) can be represented as

n(t)=n(t)cos[wt+9)—n(t)sin[wt+9]. (40)
c 1 s 1

Note that both nc(t) and ns(t) are independent, zero-mean Gaussian
processes with variance nOB. When the signal is present and wlT > 2nm,

g(T) is approximately given by

T 2
J{[A+n(t)] +n2(t)}dt. (41)
o C s

Since A+ nc(t) and ns(t) are bandlimited, they can be completely

g(T) =

N~

represented by their sample values [2], i.e.,

o
A+n(t)= Z [A +n (i/ZB)] sinc(2Bt - i) (42)
C 1S w C
and
«Q
n(t) =) n_(i/2B) sinc(2Bt - i) , (43)
o 1200 S
where
sinc(x) = —Snlmx) (44)
X

Using (42)-(44) and the following approximation [l1],

T
J sinc(2Bt - i) sinc(2Bt -~ j) dt
0

12




—2%- , 1=] and 1 =i = 2BT
= (45)
0 , otherwise ,
(41) can be rewritten as [1]
) 28T 2 )
g(T) = ZB—IZl { [A + nc(x/ZB)] +n (i/2B) } . (46)

Note that nc(t) and nc(t+i/ZB) are uncorrelated for integer values of i,
and thus are independent. The same statement is also true for ns(t).
Hence, the conditional expected value and the conditional variance of g(T)

are given, respectively, by

E{ g(T)lH1 }

T 2
—2—— [ A+ 481)0 ] (47)

and

2
nOT [A + ZBnO ] ; (48)

Var{ g(m)| I—I1 }

By invoking the central limit theorem, we have

PfaEQ[" v - ZBT] (49)
v 2BT
and
Pdéw[-v_ZBT—ABT], (50}
v 2BT + ZABT
where v is the threshold of the test,
2
A=A gz (51)
o)

is signal-to-noise power ratio and

13




vV 2n

-0

x
p(x) = ! J exp(—y2/2) dy . (52)

B. Binary PSK Signal
Suppose that f(t) is the binary PSK signal given in (26). The

impulse response of the rectangular bandpass filter is given by
h(t) = 4B sinc(2Bt) cos(uot) . (53)
Hence, the output y(t) of the bandpass filter due to the signal f(t) may be

obtained by

[+
y(t) = J f(r) h(t - T) dt

a0

= A ult) cos(wot + 8), (54)
where
1 M-1
ue) = - lzo g, [Si(ZnB[t—in]) - Si(2nB[t—(i+l)Tb])] (55)
and
* sin(y)
Si(x) = J LS LV (56)
o Y

Under hypothesis Hl’ we may write g(T), analogous to (46), as
| 28T 2 )
g(T) = —ﬁlzl { [AU(I/ZB) + nC(I/ZB)] + ns (I/ZB) } . (57)

Hence, the conditional expectation and the conditional variance of g(T)

under Hl' given all the data bits during the time interval (0, T}, can be

expressed as

14




AZ 2BT 2
E{g(T)|H1, do, dl' e dM-—l} = >3 lzl { u“(i’2B) } + 2nOBT (58)
and
nOAz 2BT 2 )
Var{g(T)|Hl, dg dpb ool dM_l} = =z lZl { u“(i/2B) } + 2n BT . (59)

By using the central limit theorem, the probabilities of false alarm and

correct detection are given by

pragw[_:’_‘_z_ﬁl] (60)
v 2BT
and

P, = E { P dg dp, ooy dy ) } , (61)

respectively, where the expectation is taken with respect all the possible
outcomes of data bits during the time interval (0, T}, and

v ~ 2BT ~ (\/2)) 277 u’(i/2B)

Pld,d, .., d, )=zep|- . (62)
Y 28T + A P uttizes)

IV NUMERICAL RESULTS
A. Tone Signal

The performance of each receiver will be illustrated by presenting
its receiver operating characteristic (ROC), which shows probability of

detection versus probability of false alarm [8]. Suppose that the
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frequency of the tone signal is known and the sampling time is perfect,

that s, ts = 01/23- If Hl is true, then the output of the envelope

detector due to f(t) will have its maximum value,

ef(wl/ZB) = AT1/4 . \63;

When the value of P a is specified, P, can be expressed as

f d
( \ .
Py = O / axeT, ¥ -2mp, ) ] , (64)
where A is the signal-to-noise power ratio given by (51). Figs.4a-4c
illustrate the ROC of the two receivers for various values of A. The

parameters are chosen as follows: BT = 600, T/T1 = 2, A = -15dB, -20dB, and
~25dB. When the values of A increase, the curves of both receivers move
toward the upper-left corner, as expected. However, in all cases
considered, the compressive ~~~eiver has a better performance. That is,

for a given value of P the compressive receiver has a higher value of

fa’
detection probability. The result is quite reasonaoble because, roughly
speaking, a compressive receiver is equivalent to a narrowband filter bank
that has a higher output of signal-to-noise ratio than does a wideband

radiometer.

I the sampling time is in error by 13—BT" which is 57 of the width
1

of main lobe in (13), Pd ir (15) becomes

Py = o( fZABTl |sinc(1/10)], v =2in(P ) J . (65)

Figs.Sa-5h show that the effect of this error is negligible.
Suppnse now the frequency .5 unknown so that multiple observations

are used to detect the presence of the tone signal The ROC is shown in
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Figs.6a-6c for the same parameters as those of Fig.4. Note that two curves
are displayed for the multiple sample case in each figure; they correspond
to the best case (where one of the samples is located at t = wl/ZB) and the
worst case (where one of the samples is located at t = wl/ZB + A/2). Note
also that the samples are uniforml; spaced at an interval of

A= n/BTl. (66)
Even under the best situation, the curves in Figs.6a-6c show that the
compressive receiver performs worse for multiple observations. The reason

for this is that, if the overall probability of false alarm, P is fixed,

FA’

the value of pfa for an individual sample must decrease. Hence, for a
fixed value of A, the threshold, 7, of the test must be higher for multiple
observations, and this decreases the probability of detection, Pd’ of each

sample.

B. Binary PSK signal
If we assume that the carrier frequency is known and the sampling
time of the compressive receiver is t, = wl/ZB, gc(ts) and gs(ts) in

(28)-(29) can be simplified as

j=2
A . .
gc(ts) =3 COS(G){dj_m_I(JTb - ts) +12=:1_:in + dJ._l(t - (J-l]Tb)}
AT1 _
= -——2-— I COS(G) (67)
and
ATl _
gs(ts) = —2— [ sin(6) , (68)
where




1 t
Ts--J" d(t) dt (69)
T
1 Jt -1

s 1

is the time average of the data bits during the time period Tl' Note that
T is a random variable, since it depends upon the data bits in the window.

Substituting (67)-(68) into (30), we have

ef.(ts) = AT1]I]/4 . (70)

When the value of Pfa is specified,
Pd(l1|)=Q( /ZABTllIl,\/—Zln(Pfa) ] (71)
is the conditional probability of detection, given the value of |T| The

unconditional probability of detection for the compressive receiver can

then be obtained by taking the expectation with respect to |I], i.e.,
szlE(Pd(IID}. (72)

Although (71)-(72) are derived for mT, = T,, where m is an integer, they

b 1

are, in fact, also valid if m is a real number. Assuming k is an integer

and k = m < k+l, we may express (72) as

1
=q-2 m - ; =
Py= -3 Pd(1)+2L Pyt - 2x[)dx; k=0 (73)

and

1 k k .
P =2 z [1] [(m—k) P(l1 - 2i/m|)

1=0

m-k
+ Pd(|l—21/m—2x/m[)dx]

+
x|
~
-
1] ]
o -

k-1 .
[ ; ][(k*l—m)Pall—Zl/ml)

18
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1
+J Pd(|l—21/m—2x/m|)dx]; kz1l, (74)

m-k

where

k) o k!
[5) = 7= 7>

and the conditional detection probability Pd(-) is again given by (71).
The corresponding probabilities for the radiometer have been derived in
Section III. Hence, we can compare their performance by plotting the ROC
for both receivers. The parameters in Figs.7a-7c are chosen as follows: BT
= 600, T/Tl = 2, 'I'/'I'b = 4, A = -10dB, -15dB and -20dB. Unlike the previous
case, the performance of the compressive receiver is not always superior
to that of the radiometer. This is especially true when Pfa is large and A
is high. However, in practice, we would typically choose a receiver which
has a better performance for small values of A and Pfa (say, Pfa =
1.0E-06). Under this situation, the compressive receiver outperforms the
radiometer.

If we compare the curves of the compressive receiver in Fig.7 with
the corresponding curves in Fig.4, we see that the performance for the
binary PSK data signal is much worse than it is for the tone signal. The
degradation is obviously from the term I. Since each data bit di is equal
to +1 or -1 with probability 0.5, the absolute value of the time averap-
these data bits is usually smaller than 1. On the other hand, the RGe of
the radiometer is almost the same for both signals. In ract, if BT > 1,
the intersymbol interference components of ul(t) in (15} are negligible and
uz(t) is approximately equal to 1. Hence, P, in (61) is insensitive to

d

values of data sequence (di) and (62) reduces to (50).
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In Figs.8a-8c, the ROC for both receivers are displayed. The
parameters are chosen to be the same as those of Fig.7 except that M = 8.
The curves in Figs.7 and 8 are very similar. We see that the detection
probability of the radiometer is, as expected, almost invariant to the
change of M, but the compressive receiver has a worse performance.

Suppose now the carrier frequeacy of the binary PSK signal is
unknown and N samples are used to detect the presence of the signal.
Similar to the case of the tone signal, the performance of the compressive
receiver depends upon the values of the sampling time. Note that one of
the N samples will be obtained from the interval [wl/ZB, wl/ZB + A), where
A is again given by (66). The effect of the offset from wl/ZB is
illustrated in Fig.9, for the case that the carrier frequency is at the
center of the band. The values of the legend represent the offset in terms
of A. It is clear that the curve with zero offset represents the best case
and the one with 0.5A offset corresponds to the worst case.

The results of the compressive receiver with multiple samples (N =
600) are also shown in Figs.7a-7c. For A = -10dB, the compressive receiver
with multiple samples performs better the other two receivers. When A =
-15dB, the compressive receiver has a performance somewhere between that of
the compressive receiver with a signal sample and the radiometer. If A =
—ZOdB': the compressive receiver with multiple samples has the worst
performance. In other words the compressive receiver with multiple samples
appears to perform better than one using just a single sample for high
signal-to-noise power ratios. This is interesting, because the frequency
of the signal is assumed known to the receiver in the single sample case,

and is assumed unknown in the multiple sample case. The reason for this is
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that the samples in the sidelobes, when A is high, are useful in detecting

the presence of the signal.

V. CONCLUSIONS

The performance analysis of a compressive receiver when used to
detect the presence of either a pure tone or a binary PSK signal has been
presented. The receiver operating characteristic of the compressive
receiver was compared with that of a wideband radiometer. If the carrier
frequency of the signal is known, the compressive receiver uses a single
sample to detect the presence of the signal. Otherwise, multiple samples
are used to determine whether HO or Hl is true.

When a tone signal is to be detected and the frequency is known, the
compressive receiver performs better than the radiometer. | We have
demonstrated that the affect of a small offset of the sampling time of the
compressive receiver is negligible. Also, it appears that multiple
observations cannot improve the detectability of the compressive receiver
for a tone signal.

For a binary PSK signal, even if the frequency is known to the
compressive receiver, the performance of the compressive receiver is not
always superior to that of the radiometer. However, under the practical
conditions of small values of signal-to-noise power ratio and false-alarm
probability, the compressive receiver outperforms the radiometer. For the
case of mulitiple samples, the compressive receiver has better performance
than the radiometer when A is high, and also outperforms the single-sample
compressive receiver. For small values of A, the single-sample compressive

receiver, operating with the optimum sampling time, is superior to one
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using multiple samples. However, if the carrier frequency is unknown, this

latter case is of no practical interest.
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APPENDIX E

USE OF SPREAD SPECTRUM TECHNIQUES

i)

e
e 3 z <]
compressicn and shaping. Several possibl
implementaticns of this system are
suggeszed, and applications to fiber optics,
laser radar, free space cptical
ccrmunicaticons, and ctiner systems are
disc..sec.
innIzduznacn - Szread Specgtrum Svstems a
Trangfcom Jcomain Processing
Spread spectrum ccocmmunication consists
cf transmitiing a given signal by modulating
“he infcrmatuicn with a large bandwidth,
scded wavefsrm such as a PN sequence [1-4).
The transmitted signal occupies a bandwidth
larger than =ne information bandwidih
systems posses a number of sgecial
crccertles wnizn dist: sh them from
4 communicaticn technigques A
gromary advantage £ such systems Ls
resiszance 1z amming and interference. A
brrad spectral rtandwidtnh signal i3 more
flcult to distinguish from ambient noise,
wnich adds tc the security of the channel.
Spread sgectrum techniques have nct
ceen utilized in cptical communication
esrite thelr increasing popularity
: . andw.dths, due to a
cazxk of effective mecdulation and coding
Tetncds available at optical frequencies.
We propose several metnhods for incorporating
4 spect o e
a

[N OPTICAL TRANSFORM DOMAIN PROCESSING*

D. M. Litynski
Cepar-ment of ELectzi:al Engineering
United States Military Academy

West Pcint, New York 10996-1787

communicaticns channel by interference,
I{t), and additive, almost wbx e Gaussian
(<) The corrupted signal is

noilse, n
~ B

ecovered by a matched filter containing <
coZe seguence.

@

€ a spread spectrum

system %o resist jamming i3 determined by
~nhe processing gain, which in turn is gaiven
oy «he ratic of transmission bandwidth o
data bandwidth. Large processing gains
provide a high degree of jamming immunity.
Since processing gain cannot be increased
incdefinitely, it is desirable to supplement

he jamming resistance. This has ied tc the
use of transform domain processin
techniques (4-10].

A transform domain receiver is shown

in Fig. 2. 7The received signal is s(t) =
S(tici{t;, plus channel interference and
nolse Filtering by the transfer function
H(w) is performed by multiplication £ollowed
by inverse formation. This real time
fregquency deomain mu;-xplication has been
demonstrated both theoretically and
experimentally [1,2]. An alternate receiver
implementaticn replaces the matched filter
zy multiplication with the signal spectra in
the transform domain. Taking the inverse
Fourrer transform produces a result
eguivalent te Fig. 2.

Transform decrain processing technigues

effectively suppress narrow band jammers in
a spread spectrum system. The jammer may be
removed by the system illustrated in Fig. 3.
Input consists of the code and jammer on an
RF carrier: a high power, narrow band jamrer
appears as an impulse in the transform
domain. A gating function removes the
gortion of the spectrum containing the
cammer. The gate output is the PN code:
since the code has a large bandwidth, the
nctch filter has not seriously degraded the
signa. spectrum. Correlation is performed

p

ignal
Zw multiplization in the transform dcmain,
is2llcwed Ty an inverse Tcurler transform.
Tranzicrs Domacin Process:ingy :n the CTptizal

tpticas sijnal processing tezhnigues
1re 3.lTed e Afp.atations in transform
llmaLn pricessing. We shall cons.der the




p Transform, which can be used to
ement a rea.-t.me Fourier transform.
The Chirp transform is illustrated by
Tig. 4(a). An arbitrary signal f(t) is
mul:;pL;ed by a dowrn-chirp, then passes
-sugh a linear system whose impulse
se is an up-chirp. The result is
ied by down-chirp; the output is the
ansform of zhe input. This is
as the multiply-convolve-multiply
stem of Fig. 4(b)
ation by a dual
volve-multiply-
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a), where £(t) is
d. This pulse

y inducing a chizp,
on an optica
asing the chirped
lzhough there are
'ng chirped oprtical
cical f£iber induces
tion across the

he frequency chir

:s generated by self-phase modulaticn, which
arises from the interaction of the
cropagazing Light and the intensity
dependent pcriicn of the fiber’s refractive
index [13]. It is then necessary to re-
cnase the spectral ccmponents to comp:ess
-ne gu.se in time. The system in Fig. 5

.ses a diffrasticn grating pair as a
s

iispersive delay line [(14]. This system can
e medified Ts enccde an optical pulse in
ne freguency dsmain.

A chirped optical pulse can be
craduced by rhe nonlinear process cf self-
cnass :~iulation (SPM) . The fiber’'s
-af: --_ve index i3 given by

{

n = no—*ﬂg[(t) \1)
where 7i- is the intensity crofile of the
Tight, 4.2 np s a positive material
.sn.ras,. J13l. The gropagaticn constant s

where ¢ is the speed of light.
the optical pulse becomes

The phase of

wnop2

§ = wot — - AIt) (3)

where A represents a collection of terms and
z is the propagation distance. The
instantaneous frequency is thus proportional

to the negative time derivative of the
intensity profile,

w‘°éﬂ— 4d71‘ )
[ dt = wo — ‘dt‘(t)' (4

and the properties of the resulting chirp
depend on the time-varying intensit

However, the chirp produc
alone is not linear over the full intens
profile. The linearity of the chirp can p=e
improved by the effect of positive group
velocity dispersion (GVD) in the fiber.
This effect is calculated by expanding the
propagation constant, k(w), about the center
frequency wg: the relevant term is

3%k
= — = kﬂ 3
g=(s2)L = kil (5)

~he combined effect of SPM and GVD is called
dispersive self-phase modulation (CSPM): it
produces an approximate square, linearly up-
chirped pulse from a single frequency input
of nonuniform intensity.

As men-ioned befcre, the systzem of
Fig. S implements the fol lowing relazicn:

(e« e

where f£(t) is the modified light pulse, (W)
i3 its Fourier transform, @ =
angular frequency, and B is a
factor to be determined.
Convolution is equivalent to passing
the chirped signal through a linear system
with a chirp as its impulse response. 1n
che ‘requency demain, this is the same as
multiplying by the Fourier transfcrm cf the
chirp signal,

e")”";"‘ 81"2!2/3 (7)

H(f) = \,"’
The grating pair acts as a delay .ine;

its frequency response :is

H(f)

where T is the delay for a given frequency
semponent. By eguating the expcrnen
a "

it
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(7y and (8), the grat: a
input will ccmplete the rea
lefs hand s:Ze zf =2g. (%) ¢
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Ar=7xAf/g (9}

wnere At is the difference in delay time
. petween twO Spectral components with
freguency difference Af. This is a standard
relazion for diffraction gratings (l4],
which indicates that the grating transit
m xnve'sel cporticnal to frequency.
‘ch makes temporal pulse

m
I
[0

-~

a ating pair possible.
carameter for grating pair

3 = m(Af)? d/bT (10)

nt = L/number

g

determined

. s, the system

) he analogous

ent are shown in
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yszem has perfcrmed pulse
as an MCM system. After one
ngs, the Fourier
e l 1s spatially separated
ne. By glacing scme form of
sk in =his plane, it is
e =he frequency
ptical signal. If
nction M(£) is pl
cy Fig. 7,

Note that in place of a grating pair,
a fiber optic delay line with nagative 3VC
could be used if only pulse compression was
desired. However, the grating pair is more
suitable for our purposes, as iz provides a
means to modify the spectral comprnents.

Spread Scectrum Teghnicues in Qoo -
Couyrunicagion
There are many possible designs £or an

optical spread spectrum communicaticn system
based on the pulse compressicn architecture
described previously. Fig. 7 illustrates
how the chirped light may be modulated with
binary data; the appropriate pn cocde must
now be impressed upon this data. Cne
implementation invelves placing a

:'a“ mission-type mask Tetween the gratin
pair and the ‘eedba- mi::::, as shown in
Fig. 7. Since the freguency Tpenents are
atially dist ;b”:ed in lare, it :s
ssibl to per c i
ase mcdulation on the cpti
optical signral passes =*Rhro
transmission mask twice; <h oo
cnly be neglected 1f a dinary amplitude mask
is used (consisting of e:ther cpague or
transparent pixels). If more cor
masks are required, as in the case of spr
spectrum systems, then the square root c¢f

s
o

!

th
() [3
‘;!

y U

ead

the desired amplitude functicn must Ze
irplemented on the mask. Any type of phase
coding must account for the double phase

a
delay incurred by a second pass through the
mask. The optical sigrnal at the enccdl
plane is the Tourier transform of wh U
pulse; thus, the enccding mask must be the
Fourier transform of the desired code. The
output of the system is then g:iven Ly

q.(8).

The enccded cptical pulse is
cransmitted along a f£iber optic link. Wwe
assume that any further chirping due =o this
transmission may be accounted £or. An
optical receiver and decoding scheme for
this signal is shown in Fig. 8. The cptizal
signal is passed through a grating pair,
which spatially separates the fregquency
components without affecting the enccded
signal. The grating pair is now separated
by twice the distance prcvided at tihe
encoder, zo account for the doubled chirp
rate. This spatiall dispersed signa. :is

e

v
~hen passed through the complex conjugate cf
tne enceoding mask, M*(£f). Multiplicatizn on
the transform dcmain is eguivalent =0

relaticn in the time dcmain., If <he

decoding mask matches the signal mcdulazizn,
a correlation peak will pe observed.
Otherwise, the sutput will resemk.e r o
ncise, since the cucss-corre.ation 2£ Two
ifferent codes is near zerc. The :rtica
s‘,“a_ casses throu
o) mpress the sge

aciher gr

cef:
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sgectrum ccding techniques at cptical

frequencies can be implemented in this way.
An alternative approach eliminates the

cond pass through the grating pair at bkoth

e sransmitter and receiver. This second

ss serves =0 recompress the optical

ectra spatially gricr to transmission, and

s d >Lles the chirp rate. In the system

fot , s placed behind the

ion mask to spatially recombine th

smitted signal retains its

te, so that the grating

2 the transmitter and receiver

me. The receiver design is

$; a grating pair spatially

ptical pulse, Aivh passes

b mask A lens replaces

i: to Fomp:ess the

"o U
S0

Ve
€Q

128 system would require a
" lens at both the transmitter
- a lens possessing a large
view and practically no chromatic
Ccmpound lenses of this type
are availarlie, althcocugh they are much more
expensive than high quality diffraction
grazings. It has been noted that a single

rass through the grating pair produces a
sil:ghtly elliptical beam profile ([14]: this
is zcrrected by a second pass through th
grat.ng pair.

These systems transmit coded optical
culses in the transform domain, and decode
- Leel

~em in =he same manner. For some
p.icazions, we may transmit the temporal

£ cded pulses. This requires an
rier transform at the
The mirror tehind the mask has
by a phase conjugate mirror!
ion frem such a mir:oz, the

o3

pass thrcugh the gratlugs,
pulse is returned to the time
ceived pulse is passed

, which performs a
spatially distributes
ts. B decoding mask
ded signal is spatially
tion by either another

[

r
system for transmission in the
sheown in Fig. 10. The

i3 spatially recombined by a
sed into another length of

[+ The cable induces an up-
] atving signal. If a cakble
as <he system input cabie is
chirp of the coded signal
zrmed 1nto an up-chirzp. This
wnrsugh another grating pa.r,

Do
P
Y Q

the .nverse fFourier
e pass zhrough the second

grating pair would spatially separate the
spectra; two passes are required to obtain a
compacted output. The received signal may
be decoded by the time domain decoders
presented earlier.

There exists another method for
generating optical pulses of arbitrary shape
which is fundamentally different from the
preceding systems [17), illustrated in Fig.
11. The pulse shape is controlled by a
programmable electro-optic modulator at the
system input The cptical pulse :is
modulated and amplified prior to passing
through the spectral rephasing process; a
translating mirror is used to contrcl the
phase o0f the signal. Modulating the pulse
before it enters the pulse compressicn stage
controls the resulting pulse snape and
spectral content [17]. The aﬂa’ysls cf this
system is similar to our earlier discussicn;
this merhod represents an alternaz:ve way =2
achieve coding of the optical pulses. Tre

electro-optic modulator must be clocked at a
rate equal to the fiber cptic cable's da:ta
rate to achieve practical mcdulation. Sin e

the optical data rate may approach several
gigabits/second, the prccessing speed wauli
be limited by the electro-optic mcdulatsr (a
few hundred megabits/second). This is a
disadvantage compared to systems which
achieve real-time encoding using transfcrm
demain techrniques.

Applicagions

There are many applicaticns £:cr
transform domain processing in the cp
regime. One possibility 1is a fiber cpt:uc
communicaticn system using spread specst
techniques. Fiber optics represents a
secure method of communicarion kecause <f
its resistance to e‘ec::omagne"ic
interference. The high bandwidth ¢
optical fiber system may be fully eu;;:;:ed
to provide maximum security by empl
optical encoding techniques. The conzert
a free space laser communication system has
been proposed: laser signals suffer from
degradation caused by pulse spreading or
scattering in the atmosphere. In crder to
transmit information reliably under these
conditions, some fcrm of coding is highly
desirable.

Another application is laser radar
systems. A fundamental prorlem i
conventicnal radar systems is the Zdecrease
in returning signal amplitude with rang
Although the prcblem can te overzome oy
use cf larger antennas and higher

3

transmission power levels, there are
pracsical limits =o this approach [13].
Pulse compress.on techniques compined with
spectral weighting have been used in
microwave radar systems to overccme this
problem. By transmitting a chirped pulse,




1z is possible o use compression technigues
©z zgncentrate the enesgy of the returning
ezhe into a detectable signal. Similar
—eznnigues would dDe effective in laser radar
systems, provided the coptical pulse spect
is encoded.

T ding £ cptical pulses also has

code division
The schem
er optizs o

izal or

o a communication

WOrk cControl among many

a multiple-access

ifed with a unigue code, whose

ther system codes is

tical Orthogonal

developed for this purpcse
system which operates at
cies is essential to such a

®
Il
"
O 0O
¢

Because cptical transform domain
processing is suited to optical transmission
r long distances, it possesses several
lications to outer space systems. The
rategic Defense Initiative Organization

s expressed a need for the transmission of
high intensity, short duration laser

.ses.. This problem is analogous to a
sng~range radar system; a similar soluticn

voL.ves geﬂeza:xng lower intensity laser
es enccded with a frequency chirp. Such
es could be directed to a target by
ection from a pulse compression system,
cing laser pulses of shorter duration
her intensit Cptical transform
n encoding would be necessary to reduce
elcbes of the compressed pulse.
l;e: scale pulse ccmpression systems have
vided compression factors of 80 or more
] Systems of this type would be
ective if ground based lasers were used
supply orbizal satellites equipped with
rge mirrors and diffraction grating
mpressors. The problems of high energy
:eam prsopagation through the atmosghere
cusd be minimized by rhe use cf cptical
~ransform dcmawn cocding.

Another space app.icatiocn involves a
prIposal oy NASA o develcp a laser powered
s.nzle stage-to-orbit space vehicle Ty the
“wenty-£irst cenzury [(.9,20]. This vehicle,
~ne Apollo Lightcraf:, would receive its

regu.res gigawatt cptical pulses of a few
nundred microseconds duration. To reallze
efficient transmissicn of the optizal power
ceam, =ransform dcmain encoding could ke

used. Fig. 12 shows an artist’s rendizicn
of the ground based laser.

We may implement the optical coding
sys'e" in a ccrpact fermat for
telecommunications or optical ccmputing
applications. The entire system czou.d be
realized in an integrated cptic
configuration as illustrated in Fig. 13. A
surface waveguide could generate the sa
'vpe of frequency chirps as an cptical

iber: the same amount of chirping mignt be
a-uzeved by a short segment of prcperly
doped surface waveguide. The waveg“;d can
also pe designed as the delay line med:a
between the two diffracticon gratings
Gratings could be realized using acousto-
orptic or electro-coptic methods. Bzoth
effects can generate programmatl.e
ffraction gratings. In some matex:a.s,

gratings can e stored in the a
r the applied volzage is remocv
crefractive effect). Both ef
xist simultaneously in a piezoce.e
crystal resulting in an acousto- ele
cptic diffraction grating, which ha
advantages over applying either eff

g

e
te
[s34

(D'Umr*(l
T th

separately [21). Since all of these methods
modulate the diffracted light, they cou.d be
used to generate masks for transform deormain

encoding. Electro-coptic mod"‘ata rs have
reen used [17] to modulate optical
before performing pulse compressicn
cechnology of cptical pulse shap;n
continues to develep, the use of in

o,
tics will Decocme increasingly imcornant.

We rave described a system f:cor
mplementing spread spectrum gommunicaticn
techniques at octical frequencies. The
frequency encoding is achieved by a mogdified

optical pulse compression system using
cransform domain processing -echnigues.
This system is able to exploit the high
bandwidth ©f optical communicaticn systems:
different optical implementations may te
realized. Applications include improved
fiber optic code division multiple access,
free space optical communicaticn systems,
laser radar, integrated cgtizal systers, anti
space applications such as NASA's Agcll:

t
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